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Abstract: The accelerated growth of Artificial Intelligence (AI) has greatly influenced the healthcare industry, offering 

significant advancements in smart healthcare systems. However, the lack of standards, legal regulations, and is 

difficult to meet ethical standards for patient information privacy. The utilization of large quantities of user data for 

training machine learning models has shown promising results. Nonetheless, two major obstacles persist: the 

fragmented nature of user data, hindering aggregation without compromising privacy, and the failure of cloud-based 

models to personalize healthcare. To address these issues, Federated Learning (FL) has emerged as a solution, 

leveraging privacy-preserving algorithms to overcome data atomization concerns. Furthermore, integrating FL with 

technologies like blockchain and edge computing can enhance security and computational efficiency. 

This paper presents an overview of FL architectures, comparing many kinds of federated learning frameworks and 

distributed machine learning algorithms. It explores the limitations of current smart healthcare systems and 

highlights how FL can overcome these challenges. The study investigates different FL architectures and classification 

models, showcasing their potential application in healthcare. 

Furthermore, it analyses the advantages of FL in medical settings, emphasizing privacy preservation and improved 

data management. The paper also assesses the security risks associated with healthcare applications and proposes 

ways to mitigate them. The research findings aim to help both academia and industry understand the competitive 

advantage offered by advanced privacy-preserving federated learning systems in the field of healthcare data. 

Keywords: Artificial Intelligence (AI), Federated Learning, Privacy Preservation, Data Management, Security Risks. 

I.   INTRODUCTION 

Traditional machine learning and deep learning technique approach necessitates the transfer of data from multiple devices, 

individuals, or institutions, resulting in high computational expenses due to the large dataset requirements. Privacy 

preservation becomes a significant challenge when dealing with sensitive data like medical information. Centralized 

databases are prone to hacking attacks, significantly elevating the risk of data breaches.  

Google introduced federated learning (FL) as a method for lowering the cost of computing by utilizing the processing power 

of mobile devices [1-3]. FL operates by conducting training at the individual client level, where each client's local weights 

are transmitted to the server. The server aggregates the updated local weights and computes new global weights. The clients 

then download the global weights from the server and continue the training process. FL was initially employed in mobile 

apps [4-6] and has since been extensively researched and enhanced across various domains [7-11]. Significant attention has 

been given to exploring FL in relation to data heterogeneity [1,12], robust optimization [13-17], and security measures such 

as differential privacy and secure multiparty computation [13,18,19]. The medical field has also witnessed research on FL, 

specifically utilizing EMR and brain tumor data [20-22]. Federated learning (FL) is advantageous for medical data analysis, 

considering the sensitivity of such personal information. Traditionally, deidentification methods have been employed to 
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protect patient privacy [23-25]. However, these methods typically necessitate data centralization which increases the risk 

of data breaches.  

The Health Insurance Portability and Accountability Act (HIPAA) in the United States provides specific deidentification 

guidance, outlining 18 types of protected health information that should be removed [26]. However, many researchers and 

advocates argue that this guidance should be revised to enhance privacy protection [27]. In contrast, FL eliminates the need 

for raw data centralization. Even FL developers do not have access to the raw data, ensuring enhanced privacy and resolving 

issues related to privacy protection or deidentification when using clinical data. 

II.   LITERATURE REVIEWS 

In the context of smart healthcare systems, training machine learning models necessitates access to large and diverse 

datasets, which poses a significant challenge. Furthermore, the availability of data and the need to protect individual privacy 

pose major obstacles to traditional centralized machine learning approaches in healthcare. 

2.1 Distributed Machine Learning 

Distributed machine learning model parallelism is a technique used to train large-scale ML models by distributing the 

computational workload across multiple machines or devices. It is useful when working with models that are excessively 

large to fit in an individual machine's memory or whenever the training data is too big for a single device to handle. 

Distributed machine learning refers to a system where machine learning tasks are performed across multiple nodes or 

computing devices which brings several benefits, including reduced training time, the ability to train larger models, and 

improved scalability. However, it also introduces challenges such as increased communication overhead, synchronization 

issues, and the need for efficient distributed training. By distributing the computational workload across multiple machines 

or nodes, these algorithms leverage parallel processing capabilities to overcome the limitations of single-machine 

approaches. Table 1and Table 2 compares and contrasts various Distributed and Federated learning architectures. 

Table 1. Comparison of DML and FL architectures. 

 Distributed Machine Learning (DML) Federated Learning (FL) 

Data Centralization Centralized data storage and processing 
Decentralized data on individual 

devices/clients 

Privacy and Security 
Risk of data breaches and unauthorized 

access to centralized data 

Privacy-preserving, data remains on 

client devices 

Communication 
Communication between central server 

and distributed nodes 

Minimal communication, only model 

updates are exchanged 

Scalability 
Scalable with addition of more 

machines/nodes 

Scalable to a large number of client 

devices participating 

Data Availability Requires centralized collection of data 
Works with fragmented or isolated 

datasets 

Computational Cost 
High computational cost due to data 

transfer and processing 

Lower computational cost, training 

occurs on client devices 

Model Updates 
Centralized model updates based on 

aggregated data 

Decentralized model updates based on 

individual client training 

Flexibility Less flexible due to centralization 
More flexible as data remains with 

clients 

Table 2. Analyses of DML and FL architectures. 

 Distributed Machine Learning (DML) Federated Learning (FL) 

Architecture Centralized data storage and processing 
Decentralized data on individual devices/ 

clients 

Advantages 

Scalable with addition of more machines 

/nodes 

Privacy-preserving, data remains on client 

devices 

Can handle large data -sets and complex 

models 

- Utilizes distributed data, enables broader 

collaboration 

Provides centralized model updates for better 

coordination 

- Reduces communication and computational 

costs 

Access to diverse and representative datasets 
- Allows for personalized models and edge 

device capabilities 
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Limitations 

- Privacy concerns with centralized data 

storage 

- Relies on reliable and well-connected client 

devices 

- Higher communication and computational 

costs 

- Limited to the computational capabilities of 

individual clients 

- Requires data availability and collection for 

centralization 

- May result in biased or non-representative 

global model 

- May face challenges in heterogeneous data 

scenarios 

- Potential risk of model poisoning or 

Byzantine behavior 

2.2 Federated Learning 

A networked machine learning method called federated learning allows several healthcare systems to jointly train a single 

model while maintaining autonomous and secure data management. Here's a simplified diagram (Fig.1) illustrating the 

components and flow of a federated learning model for healthcare systems: 

 

Fig.1 Simple Federated Learning Model for Healthcare Systems 

1. Central Server: This is the central coordination point that manages the federated learning process. It coordinates model 

updates and aggregates the results from the local sites. The server typically hosts the global model and communicates with 

the local sites. 

2. Local Sites: These are the individual healthcare systems or institutions that participate in the federated learning process. 

Each local site has its own data and computational resources. They train the local models using their respective datasets while 

keeping the data locally. 

3. Local Model Training: Each local site uses a neural network or another machine learning model appropriate for the current 

healthcare task to train the local model on the data that is locally accessible. 

4. Model Update: Once the local models are trained, they send their updates to the central server. The updates usually consist 

of the model parameters or gradients computed during training. 

5. Model Aggregation: After gathering the model updates, from the local sites, the central server performs an aggregation 

step to combine the updated values into a new global model. This aggregation could be as simple as averaging the model 

parameters or using more sophisticated techniques like federated averaging or secure multi-party computation. 

6. Global Model Update: After the aggregation step, the central server updates the global model with the newly obtained 

parameters. The updated global model is then sent back to the local sites. 

7. Iterative Training: The process of local model training, update submission, aggregation, and global model update is 

typically repeated iteratively. Each iteration allows the local models to learn from the collective knowledge of all participating 

sites while preserving data privacy. 

Federated learning can be divided into three categories: Horizontal federated learning, Vertical federated learning, and 

Federated transfer learning, considering the data sample space distribution and different data feature spaces. 

2.2.1 Horizontal federated learning (HFL) 

Sample-based federated learning, also known as horizontal federated learning, involves sharing data horizontally among 

different parties. In this approach, the parties exchange their model updates with an aggregator or central server which 

collects these model updates and combines them to generate a global model. This combination involves merging or 
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averaging the model weights obtained from different parties. By aggregating the model updates, the central server creates 

a new global model that benefits from the knowledge learned by each party while preserving the privacy of their data. This 

approach is particularly useful when the datasets across different parties have similar feature spaces but differ in the samples 

they contain. It allows for collaborative model training and leverages the collective knowledge from diverse datasets without 

the need to share the raw data (Fig.2). 

 

Fig.2 Horizontal Federated Learning 

For example [28], The information about patients is kept in a database as groups in the blood bank laboratory. The database 

has features like Name, Age, and Blood group. Persons 1, 2, and 3 in Fig. 3 show sets of individuals whose data samples 

share Name, Age, and Blood Group characteristics. The Horizontal FL model is applied on each of these samples (person) 

separately. The local model will be trained on these samples. Finally, a global model will be generated by aggregating 

model weights. 

 

Fig.3 Horizontal FL Model 

2.2.2. Vertical federated learning (VFL) 

It is also known as feature-based federated learning, can be applicable to the cases where two data sets share the same 

sample ID space but may vary in feature space. This is used in the cases where data shared contains similar samples but 

different features. When multiple parties are involved and none of them have access to the whole set of features and labels, 

VFL is applicable. As a result, they are unable to locally train a model using their datasets where features are vertically 

aggregated. To jointly create a model using data from both parties, the training loss and gradients are computed in a privacy-

preserving way (Fig.4). 

 

Fig.4 Vertical Federated Learning 
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In Fig. 4, In VFL[29], the first sample for the model of machine learning would be a data set from Person 1. The second 

dataset will contain the data samples from Person 2 from the blood bank database and the hospital database, respectively. 

2.2.3. Federated transfer learning 

It was created to address the issue of integrating the dispersed data and enhance statistical modelling when carrying out data 

federation. The model structure needs only minor adjustments for the federated transfer learning framework (Fig. 5), and 

the output is just as effective as non-privacy protecting transfer learning. As seen in Fig. 6, for instance, patients in hospitals 

and pharmacies in different cities are not all from the same population, and some patient characteristics do not match very 

well [30]. Federated transfer learning doesn't rely on any specifications, such a shared feature space or sample area. Instead, 

data federation promotes transfer learning by providing answers for the entire population and feature space. 

FedHealth is one such approach that applies the concept of distributed transfer learning to intelligent wearable medical 

technology[31]. The method generates personalised models by transfer learning while performing data aggregation through 

federated learning, all while maintaining the confidentiality and security of the model and data.  

 

Fig.5 Vertical FL Model 

 

Fig.6 Transfer learning in federated model. 

Limitations of Current Smart Healthcare Systems  

a. Privacy Issues: The privacy issues associated with a centralized AI-based smart healthcare system are substantial, 

considering the fact that cloud servers can provide efficient data training and analytics with powerful compute capabilities. 

b. Scarcity of Datasets at Medical Sites: Healthcare systems may not have enough data from a single medical facility (such 

as a clinical lab) to run the AI model, which can hinder the model from properly training on health data. Here, data analyses 

must be performed manually, which causes significant delays in data processing. [32] It is not simple to collect data from 

other sites to train the AI model because of institutional rules and growing user privacy concerns[33].  
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c. Insufficient Health Data Training Performance: Due to the imbalanced data features and the inadequate data volumes, 

training at a single healthcare location cannot achieve the required degree of accuracy, such as sickness classification 

accuracy. Techniques for data augmentation, such as generative adversarial networks, can be used to tackle these 

issues(GANs) [42], but it can still lack sufficient diversity to create a sizable dataset for effective data training.  

d. Medical Data Training is costly: Because medical data are frequently huge (e.g., audio, pictures), AI-based smart 

healthcare systems experience high network delay  and bandwidth when sending health data to the cloud for processing [34] 

which may lead to congestion. Medical device transmission power is also required throughout the offloading process, which 

presents new hardware and battery design problems. 

2.3 The utilization of Federated Learning in the healthcare domain. 

The largest problem with medical applications is the absence of publicly accessible multicentered and heterogeneous 

datasets. Federated learning solves this problem as well as the privacy and confidentiality concerns that arise [28]. Table 2 

shows some of the observations drawn from recent healthcare applications where FL is used. 

2.4 Advantages of FL in Smart Healthcare 

By employing federated learning (Fig.7), healthcare systems can collaborate and improve their models collectively without 

directly sharing sensitive patient data. This strategy aids in addressing privacy issues while utilizing the collective expertise 

of several organizations to produce more precise and reliable models. Federated learning has the potential to bring several 

benefits to healthcare systems.  

 

Fig.7 FL Based Smart Healthcare Systems 

Here are some of the key advantages of FL: 

1. Privacy Preservation: FL helps to maintain data privacy and confidentiality, as individual data remains local, and only 

model updates or aggregated insights are shared. 

2. Data Security: By keeping data decentralized and performing computations locally, federated learning reduces the risk 

of data exposure during transmission or storage, enhancing overall data security. 

3. Large-Scale Data Access: Federated learning enables healthcare organizations to pool their data resources while 

maintaining data ownership. It enables hospitals, clinics, and research institutions to collaborate and benefit from a diverse 

range of patient data, leading to more robust and generalizable models. 

4. Improved Model Performance: Machine learning models are trained via federated learning, which taps on the combined 

intelligence of many participants. This can lead to improved model performance and generalization, as the model gains 

insights from a broader population without relying on a single data source. 

5. Reduced Data Bias: Federated learning addresses this issue by training models on data from multiple sources, including 

diverse patient populations. It helps mitigate bias by ensuring that the resulting models are more representative and fairer 

across different subpopulations. 

6. Real-Time Learning: Federated learning facilitates continuous learning from decentralized data sources. As new data 

becomes available at the edge devices or local servers, real-time learning capability enables healthcare systems to adapt 

quickly to evolving conditions, such as emerging diseases or changing patient profiles. 

https://www.researchpublish.com/
https://www.researchpublish.com/


International Journal of Engineering Research and Reviews     ISSN 2348-697X (Online) 
Vol. 11, Issue 4, pp: (8-17), Month:  October - December 2023, Available at: www.researchpublish.com 

 

Page | 14 
Research Publish Journals 

 

7. Cost-Efficiency: Since majority of computations are performed locally, FL results in significant cost savings, as the 

infrastructure and bandwidth requirements for centralized data storage and processing are reduced. Moreover, federated 

learning allows healthcare organizations to collaborate and share the development and maintenance costs of machine 

learning models, making it a cost-effective approach. 

Table.3 Observations on FL based Intelligent HealthCare Systems. 

 

Table.4 Performance of FL in recent medical applications. 

 

 

Applied domain Ref. FL 

type

FL 

clients

FL aggregator Key contributions Limitations

Management of 

EHRs 

[78] HFL Smart 

phones

Data server FL system for forecasting 

patient hospitalizations  

Simple approach lacking in-depth 

analyses  

Management of 

EHRs 

[79] HFL Hospitals Data server Differential privacy-based FL 

for federated EHRs training

Viability of the model in real-world 

FL implementations should be 

considered

Health 

Monitoring
[80]

VFL Smart 

phones

Cloud server Monitoring remote activity 

recognition with a 

personalized FL scheme.

There has been no consideration 

for secure aggregation in FL 

communications

Health 

Monitoring
[81]

FTL Wearable 

devices

Cloud server Personalized FL scheme that 

uses transfer learning to 

recognize human activity.

The communication costs and 

complexity of training have not 

been verified.

Health 

Monitoring
[82]

HFL Mobile 

devices

Data centre an approach based on FL for 

mood prediction on mobile.

In mobile FL, privacy and the use 

of training resources should be 

taken into account.

Medical Imaging

[83] HFL Medical 

sites

Data centre a brain imaging MRI analysis 

framework built on FL.

The federated MRI training should 

be applied to practical 

components.

Medical Imaging

[84] HFL Hospitals Data centre An FL scheme to help with 

acute neurological symptom 

diagnosis.

Simulations must be made more 

often and simply.

Medical Imaging

[85] HFL Hospitals Data centre An FL-based method for 

medical imaging with 

differentiated privacy for safe, 

cooperative training.

No DL method comparison in FL 

simulation.

COVID-19 

Detection

[86] HFL Medical 

institu- 

tions

Data centre a COVID-19 screening 

method based on chest X-ray 

images using FL.

FL communications-related data 

loss has not been taken into 

account.

COVID-19 

Detection

[87] VFL Hospitals Aggregator a federated deep learning 

technique to detect lung 

abnormalities in COVID19

There has been no analysis of 

training delay.

COVID-19 

Detection

[88] VFL Medical 

institu- 

tions

Cloud server Using international data from 

China, Italy, and Japan, a FL 

approach for COVID region 

segmentation in chest CT.

It should be possible to offer a 

theoretical study of FL 

communications and convergence.

Literature Data Sets
Applications of 

healthcare 
Algorithms Results

[89] EHR 

COVID -19 

patients' Mortality 

prediction

MLP and 

FL

Federal aggregation 

gives better results 

than centralized 

[90]
Ultrasound 

images 
Disease prediction 

FL and 

ResNet -50

The efficiency of 

federated deep 

learning and traditional 

deep learning is 

equivalent.

[91]
Dermatology 

Atlas data set 

Skin disease 

detection 

FL and 

DualGAN 

Strong security and 

robustness 

[92]
Mental Health 

Dataset

Depression 

analysis

multiview 

federated 

learning 

framework

The reliability of 

depression prediction 

improved

[93]

Rehabilitation 

Cancer Data 

Sample Set

Cancer Diagnosis 

Model

FL with 

CNN

Achieved promising 

prediction results by 

protecting patients 

data.
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Consider the following suggestions for cutting communication expenditures. 

i. Data Filtering and Compression: Apply data filtering techniques before sending data between clients and the central 

server to weed out any redundant or unneeded information. Reduce the amount of the data being communicated by 

using data compression methods to further cut down on communication expenses. 

ii. Model Compression and Quantization: By applying model compression techniques, it is possible to minimize the 

dimension of the models that are transferred between users and the main server, that help reduce the model's 

parameters and overall size without significantly affecting performance. 

iii. Local Model Training: Before sending changes to the central server, run further local model training iterations on the 

client devices. This lessens the number of rounds of communication, which cuts down on the price of communicating 

updates back and forth. 

iv. Differential Privacy: Introduce noise to the gradients or model updates before sharing them by using differential 

privacy methods. This helps safeguard the confidentiality of specific data samples while yet enabling the central server 

to gain knowledge from aggregated data. The demand for transmitting fine-grained data can be lessened to cut down 

on communication expenses. 

v. Selective Aggregation: Selectively aggregate updates from a group of customers or in accordance with predetermined 

criteria rather than averaging updates from all clients. By limiting the quantity of data transferred during aggregation, 

this method lowers communication costs while retaining the global model's representativeness. 

vi. Communication-Efficient Algorithms: Improved FL algorithms aim to decrease the amount of data exchanged or the 

amount of communications rounds required without compromising the quality of the learned model. 

vii. Edge Computing: Utilize edge computing resources by running local model inference and training on edge servers or 

edge devices. With less frequent contact with a central server required, communication costs may drop dramatically. 

viii. Network Bandwidth Optimization: Prioritize data transfers that are absolutely necessary, use data compression 

methods, and take use of communication overhead-reducing strategies like data batching or pipelining to maximize 

network capacity. 

2.5 Issues and Challenges 

The core challenges of Federated Learning are listed below: 

▪ Communication efficiency throughout the federated network. 

▪ Managing multiple systems in the same network. 

▪ Data in federated networks has statistical heterogeneity. 

▪ Concerns about privacy and methods to protect it. 

Here are some of the key issues. 

1. Data heterogeneity 

2. Data privacy and security 

3. Communication and bandwidth limitations 

4. Imbalanced data distribution 

5. Model performance and generalization 

6. Governance and collaboration 

7. Interoperability and standards 

Addressing these challenges requires a combination of technical advancements, policy frameworks, and collaboration 

among various stakeholders. Continued research and development efforts are needed to overcome these obstacles and 

realize the full potential of federated learning in healthcare. 
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III.   CONCLUSION AND PROSPECT 

The latest literature on federated learning and the healthcare sector is reviewed in this study. Firstly, introducing importance 

of smart healthcare systems. The paper outlines the architecture of various FL models, compares various types of Distributed 

machine leaning and Federated learning architecture, the limitations of current smart healthcare systems and how FL can 

overcome the same. We also go through various federated learning architectures and its usage in healthcare, and analyze its 

benefits for use in medical applications. The paper also analyses various security risks faced by healthcare applications, 

concludes with a discussion of previous work done in the field of FL in smart healthcare applications and also outlines the 

limitations of the existing FL models. 

The results of this study assist colleagues in academia and business in realising the competitive advantage of the most cutting-

edge federal learning systems for healthcare data management that protect privacy. 
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